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Updates from this week

● MC samples were submitted: https://its.cern.ch/jira/browse/ATLMCPROD-11238

● Some of the new EB files don’t have trigger decisions saved…

● Looked at the variance between trainings + latent space entropy
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https://its.cern.ch/jira/browse/ATLMCPROD-11238


Variance between trainings

● Ordering of signals doesn’t change much; mostly go up and down together 
○ Maybe entropy of the latent space would track on to these?

Max Cohen 2/7



Variance between trainings

● Ordering is much more volatile
○ Makes sense: we think training over the L1 objects makes the model learn less
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Variance between trainings
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Updated with zero padding

● Notice HLT reconstructed angles are WORSE than L1
○ Maybe the model trained over L1 objects is worse because it’s better able to 

reconstruct the signals
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A closer look at the latent space

The latent representation is some vector [v1, v2, v3], these show the distributions 

of v1, v2, and v3 for each dataset. 

We can see that there is a wide range of values, meaning that the AE is not 

collapsing
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A closer look at the latent space

● Idea: use these variances (after normalizing) to calculate entropy 
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Training with \sum pt = 100
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Training with \sum pt = 100
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