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Updates from this week

● Taking a closer look at anomaly events and the reconstruction

○ The network seems to do very poorly

○ Anomalies seem to be correlated with multiplicity

● The network was doing so poorly that I conducted a few tests to understand 

this further
○ Training over Ztautau

○ Training with a bigger network

○ Training without padding in the loss or the AD score
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A closer look at anomalies

Example 1: 
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A closer look at anomalies

Example 2: 
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A closer look at anomalies

Example 3: 
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Anomalies and Multiplicity

Anomalies seem to be correlated

multiplicity 
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I’m not convinced I understand what the model is doing/learning

So I started running a few tests…
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Training with a larger network

Maybe the EB events are more complicated 

than the 40MHz dataset, and therefore we 

need a larger encoder and decoder 

So I tried a new architecture: 60 → 128 → 

64 → 32 → 3 

● Val loss was slightly lower during 

training

● Network still performs similarly…
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Training with a larger network

I also tried 60 → 128 → 64 → 32 → 8

Still not great…
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Training without zero padding

● Recall that I have been using masked 

MSE loss, where I am zeroing out 

parts of the MSE corresponding to 

missing objects in the input

● I tried training without this mask, 

hoping to force the network to learn 

more

● Network seems to learn nothing
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Training over Ztautau

● None of these results are very encouraging. 

Maybe I can do a test to ensure there are no 

bugs in the code

● Accordingly, I tried training over Ztautau, 

which should be very different than many of 

the other signals. 
○ It shouldn’t be hard for the network to 

perform well over some of the signals

● Still no good performance over any signal
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So what’s going on?

● Is there some bug in my code?
○ I’m not sure where this bug would be, since the input datasets look okay, and the 

network is very straightforward

○ Maybe some error keeping track of the events when calculating loss / AD scores?

○ I’ve spend a bit of time looking and haven’t found anything

○ I also tried the 1000 year old technique of pasting the code into Chat GPT and 

asking “what’s the bug in this code”, with no success

○ Also worth noting that the network trained over L1 objects has substantially lower 

val loss during training than the network trained over HLT objects

● Any advice?
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