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Imaging capabilities in TPCs

• The principle of TPC inherently allows 
for imaging 

• Imaging plane provides 1D or 2D 
information while time provides the 
3rd coordinate
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NEXT events

MicroBooNE event

•High Pressure Xenon TPC 
(operation 10-20 bar)

•EL amplification to achieve 
excellent energy resolution 
(~0.5 % FWHM appears 
possible)

•Topological signature 
(observation of two 
electrons) to further 
suppress the backgrounds.

•Is built with radio pure 
materials. 
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Few examples of imaging planes
• Wire-based charge readouts (e.g. MicroBooNE, 

SBND, DUNE…) 

• PANDAX-III micromegas 

• NEXT: Electroluminescence light readout by 
SiPMs 

• CRAB: Fast camera electroluminescence readout 

• QPix: direct charge readout (4mm x 4mm pixels) 3

NEXT tracking plane

● What if the whole pixel plane could 
collect light?

● A pixel plane sensitive to UV photons 
and ionization charge SIMULTANEOUSLY 
would be a major breakthrough
○ Your effective instrumented area becomes 

enormous!
○ Even if the device has low efficiency you 

have a huge gain
○ Q-Pix could be an “enabling technology” 

to realize this for LArTPC’s

Pixels which also are photo-sensitive?

9

QPix pixel tiles

PandaX-III

• 140 kg high pressure TPC at 10 bar at CJPL-II 

• Active volume: 1.6 m diameter, 1.2 m drift 

• Xenon mixed with TMA quencher gas to reduce diffusion 

• One charge-only readout plane with mm-level spatial resolution 

• 20×20 cm2 Micromegas modules, 52 in total 

• Good energy resolution and tracking capability  

• Half-life sensitivity with 3 years of data: 9×1025 yr (90% CL) 

• Detailed tracking features can further improve this sensitivity

4
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m

1.6 m

PANDAX-III  
micromegas

The Q-Pix Concept
● The original concept put down by Yuan Mei 

(LBNL) and Dave Nygren (UTA) outlined a novel 
ionization signal capture and waveform 
digitization scheme for kiloton-scale liquid argon 
Time Projection Chamber (TPC) detectors

○ https://arxiv.org/abs/1809.10213 
● The goal of this readout is to “maximize the 

discovery potential” of a kiloton scale LArTPC
○ This can be achieved by lowering the readout thresholds, 

maximizing the protection to single point failure, vastly 
reducing the data rates, and keeping the intrinsic 3D nature 
of the signals found in a LArTPC

● Q-Pix is targeting its design around an 
environment where most of the time there is 
nothing of interest happening (e.g. large scale, 
underground detector), but where you want to be 
ready instantly to capture signals at the very 
threshold of detection

2

Simulation 

MicroBooNE event

See L. Rogers’ talk later in this session 



Current topological capabilities of imaging planes
• Principle: signal (ββ) and backgrounds (β or ν) look different

4

NEXT simulation

JHEP 10 (2019) 052



Current topological capabilities of imaging planes
Topological separation with NEXT-White 

• Cut-based analysis

~70% efficiency 
~20% bkg contamination

NEXT Collaboration, “Demonstration of the event 
identification capabilities of the NEXT-White detector”

JHEP 10 (2019) 052
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Figure 2. Example of reconstructed hits (left) and subsequent voxelization (right). This event was
produced by a 228Th calibration source.

Run number Duration (s) Number of triggers

6818 91 248 525 243

6822 171 153 990 892

6823 74 943 425 009

6826 93 187 509 296

6828 74 233 432 215

6834 428 875 2 495 620

Table 1. Summary of the data used in this work.

3 Data and event selection

3.1 Data samples

The data sets used in this work have been acquired in January 2019, during the calibration

runs of the NEXT-White detector. A summary of their characteristics is presented in

table 1. A 228Th source was placed on the top of the detector, inserted in a feedthrough

with a z position in the middle of the drift region. One of the thorium daughters, 208Tl,

decays producing a de-excitation gamma of 2.615MeV, which can enter the active region

of the detector and convert via pair production. The positron emitted in this process

propagates in the gas in the same way as an electron and finally annihilates with an

electron of a xenon atom, emitting two back-to-back 511-keV gammas. The energies of the

electron and the positron, which are reconstructed as one track, form a peak at 1.593MeV

in the track energy spectrum (the double escape peak) and its topology is the same as

that of a ββ0ν event, in which two electrons originate from the same point. Therefore,

this peak can be exploited to study the efficiency of the reconstruction algorithms and

the cuts based on the topology signature, in order to estimate their performance on the

ββ0ν signal. From the continuum Compton spectrum of the 2.615-MeV gamma, a sample

of tracks with the same energy as the double escape peak can be extracted, and used to

estimate the efficiency of background rejection.

– 5 –
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Figure 9. Left: signal efficiency as a function of background rejection (proportion of background
events removed from the sample by the blob cut), varying the required minimum energy of the blob
candidate 2. Right: figure of merit (defined in eq. 4.1) as a function of the threshold on the energy
of the blob candidate 2 after rescaling Monte Carlo. The highlighted area corresponds to the best
threshold. In both figures, data and Monte Carlo simulation are shown.

rate of background in background-limited experiments [15]. In figure 9–right, this figure of

merit is displayed as a function of the threshold, for data and Monte Carlo. The best value

of the threshold is then calculated taking the mean of the values of the threshold around

that of the maximum figure of merit, in an interval for which the figure of merit is between

99% of the maximum and the maximum.

5 Discussion

The value of the blob candidate 2 energy threshold that optimizes the performance of the

blob cut in data is 265.9±0.6 sys keV and the efficiency obtained for pure signal-like events

is 71.6 ± 1.5 stat ± 0.3 sys% for a background acceptance of 20.6 ± 0.4 stat ± 0.3 sys%. The

same cut applied to Monte Carlo data gives a signal efficiency of 73.4±1.2 stat±3.0 sys% for

a background acceptance of 22.3± 0.4 stat ± 0.5 sys%, in agreement with data. This result,

which corresponds to a figure of merit of 1.578 ± 0.038 stat ± 0.005 sys, is an improvement

of the topological discrimination compared to the measurement carried out in the NEXT-

DEMO prototype, where a figure of merit of 1.35 was reached. This improvement is due to

the larger dimensions of the NEXT-White detector, which allows for a better reconstruction

of longer tracks, where the two end-points are well separated.

Having tuned our Monte Carlo model and then demonstrated the good agreement

between data and Monte Carlo in the 208Tl double escape peak region, it is possible to

study the efficiency of the blob cut in the ββ0ν region, with Monte Carlo simulations, and

extrapolate the results to data. With this aim, two dedicated samples have been simulated,

with large statistics, with the same detector conditions as the 208Tl calibration source

sample used in the double escape peak analysis. The first one is a sample of ββ0ν decays

– 12 –



Current topological capabilities of imaging planes
Topological separation with NEXT-White 

• DNN analysis

6
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Figure 10. The signal acceptance vs. background rejection (left) and the figure of merit (right).
The curves labeled “fit” are traced out by varying the neural network classification threshold and de-
termining the fraction of accepted signal and rejected background using the fit procedure described
in the text, while the MC true labels are obtained using MC labels as described in section 4.1.

the non-CNN-based result obtained in [3]. In Monte Carlo, we find a maximum figure of
merit of F = 2.20 with signal acceptance s/s0 = 0.70 and background rejection 1− b/b0 =
0.90. In data, fixing the CNN cut to the one giving the best Monte Carlo figure of merit, we
find F = 2.21, with signal acceptance s/s0 = 0.65 and background rejection 1−b/b0 = 0.91.
Compared to the previous result, the CNN analysis yields an improvement in the figure of
merit of a factor 2.2/1.58 ∼ 1.4. Assuming that this factor stays the same at 0νββ energies,
the improvement in the half-life measurement would be directly proportional to this factor,
while the improvement in the measurement of mββ would be

√
1.4 ∼ 1.16. However,

these factors should not be taken as exact since both traditional and CNN approaches
depend on the detector specifics and reconstruction abilities, as well as the precision of the
simulations.13 The sensitivity predictions of the traditional event selection for the next two
detectors planned can be found in [15, 34].

We note that in figure 10 there is excellent agreement between data and simulation
when comparing the signal efficiency in this analysis at a fixed background rejection, but
there is still a minor disagreement between the figure of merit for simulation and data as a
function of prediction threshold. Several reasons account for this disagreement. First, the
data-augmentation technique extends the domain of applicability of the neural networks
trained solely on simulated data, but it does not account for all possible differences between
the data and Monte Carlo events. For example, any effect that would redistribute the en-
ergy along the track is not covered by the transformations we employ in data-augmentation.
We anticipate that many of the effects contributing to data/simulation disagreement, such
as the axial length effect mentioned in section 3.2, will be understood and resolved in the
future and will bring these minor residual differences even closer together. A smaller EL
TPC built from the original hardware of the NEXT-DEMO prototype [35, 36] is currently
operational and will provide data that can be used to study these effects in more detail.

13In the case of no domain discrepancy between experimental and simulated data, the amount of regu-
larization could be relaxed and the performance would improve.
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NEXT Collaboration, “Demonstration of background 
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Figure 6. Example of on-the-fly data augmentation used during training on a selected signal event,
projected on three planes for easier visualization.

cuts11 as detailed in figure 6. We note that augmentation procedures used here are explicitly
designed to be “label preserving” in that they do not change the single or double-blob nature
of events, but do reduce the significance of differences in data/simulation.

As noted in section 4.1, since CNNs are highly nonlinear models, their application
outside the training domain cannot be assumed to be reliable, and before applying the
network to events in the peak we compare extracted features of MC and data events on the
sidebands. It is common to consider convolutional layers as feature extractors (each one
extracting higher level features), and consecutive dense layers as a classifier. The paradigm
of features extractors followed by a classifier is not unique to machine learning approaches.
For example, the previous analysis of NEXT event topology used graph methods to de-
termine connected tracks and extract track properties such as length, endpoints and the
energies around them (so-called blobs), which can be considered as a feature extractor. A
classifier in that case was a cut on the obtained blob energies. Later on, the matching
of MC and data features was done by rescaling MC features (for further explanation and
justification of the procedure we refer the reader to [3]).

The features in CNN models do not necessarily have intuitive meaning and should
rather be considered as a dimensionality reduction that preserves relevant information
from the input image needed for the classification task. Hence, the choice of the layer to
be considered as the last one of the feature extractor is somewhat arbitrary. We chose
the output of the AveragePool layer (figure 5) as a representative feature vector, resulting
in 512-dimension features. Since the features are not intuitive, any rescaling would not
be justified and we are limited to simply tracking how MC features differ from those of

11For validation and testing, the SiPM cut was fixed at 20 photoelectrons, while in the augmentation it
was allowed to vary ±10 around this value.
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Figure 3. Reconstructed hits (left) and voxels (right) of a background Monte Carlo event. The
volume within a tight bounding box encompassing the reconstructed hits is divided into 10 × 10 ×
5 mm3 voxels to produced the voxelized track.

the EL plane and the other for electron attachment due to a finite electron lifetime in the
gas. These correction factors were mapped out over the active volume by simultaneously
acquiring events from decays of 83mKr, which was injected into the xenon gas and provided
uniformly distributed point-like depositions of energy 41.5 keV [17]. The z-coordinate of
each hit in the time bin was obtained from the time difference between S1 and S2 pulses,
assuming an electron drift velocity of 0.91mm/µs, as extracted from an analysis of the
83mKr events. A residual dependence of the event energy on the length of the event along
the z-axis is observed, and a linear correction is performed to model this effect, which is
not observed in simulation and remains to be fully understood. For details on this “axial
length” effect, see [2].

The detector volume surrounding the reconstructed hits was then partitioned into 3D
voxels of side length 10× 10× 5mm3, and the energy of all hits that fell within each voxel
was integrated. The X and Y dimensions of the individual voxels were chosen based on the
1 cm SiPM pitch, while the Z dimension was chosen to account for most of the longitudinal
diffusion (1σ spread at maximum drift length is ∼ 2m). The final voxelized track could
then be considered in the neural-network-based topological analysis (see figure 3).

4 Convolutional neural network analysis

4.1 Data preparation

To generate the events used in training the neural network, a full Monte Carlo (MC) of the
detector, including the pressure vessel, internal copper shielding, and sensor planes, was
constructed using Nexus [18], a simulation package for NEXT based on Geant4 [19] (version
geant4.10.02.p01). The 208Th calibration source decay and the resulting interactions of
the decay products were simulated by Geant4, up to and including the production of
the ionization track. Events in the energy range of 1.4–1.8MeV were selected, and the
subsequent electron drift, diffusion, electroluminescence, photon detection, and electronic

– 6 –

~65% efficiency 
~10% bkg contamination



Current topological capabilities of imaging planes
Topological separation with NEXT-White 

• Richardson-Lucy deconvolution analysis

7

NEXT Collaboration, “Boosting background suppression in the 
NEXT experiment through Richardson-Lucy deconvolution”, 

JHEP 07 (2021) 146

~56% efficiency 
~4% bkg contamination



Why aim to keep imaging capabilities
• Powerful visual tool for                   

discovery of few events 

• Directionality (e.g. solar neutrino rejection) 

• Beyond the Standard Model searches 

8

Figure 16. Deconvolved 2.0 MeV 2⌫�� candidate obtained during the current data taking of
NEXT-White.

finding generally results from the enhanced resolving power o↵ered by RL-deconvolution.

Several illustrative examples for this are given in appendix C.

The focus of this work was on the analysis of experimental detector data recorded

at the 1.6 MeV 208Tl double escape peak. However, we also probed the possibility of

implementing the RL-based method to MC signal and background events in the Q�� ROI,

using the NEXT-White detector MC model. Preliminary analysis indicated that similar

levels of background acceptance and signal e�ciency are expected in this energy range.

However, since NEXT-100 will operate under di↵erent conditions (15 bar, 112 cm maximal

drift, 15.6 mm SiPM spacing and a di↵erent EL and tracking plane geometry), such results

are only of indicative nature, and a full simulation is deferred to a separate publication.

In spite of the improved event classification o↵ered by the new method, the full po-

tential Richardson-Lucy deconvolution is yet to be exploited by the collaboration, as the

results presented in this work remain a first-approach evaluation using existing tools (e.g.,

the BFS algorithm), which may not be optimal for the fine-grained output of the RL pro-

cedure. In particular, although figure 15 shows a clear improvement in track-end finding,

the distributions of deconvolved events have significant tails extending to large errors, re-

quiring the use of large blob radii for the analysis. Presently, several ideas for potential

improvement in event classification are under study. These include improved algorithms for

end finding, as well as the potential use of Machine Learning approaches for the classifica-

tion of high-definition reconstructed events. In addition, RL deconvolution can be further

developed to a full 3D method instead of following the slice-by-slice approach employed in

this work, which could lead to enhanced image quality along the drift direction. Lastly,

image quality may greatly benefit from the use of low-di↵usion gas mixtures, such as Xe-He

[45–47], or Xe “spiked” with low concentrations of molecular additives [48–50].

Prior to further improvement of the method, the collaboration is presently evaluating

the benefits o↵ered by RL deconvolution in its current form, in particular for the analysis

of 2⌫�� events in NEXT-White. As an example, figure 16 shows a 2.0 MeV double beta

candidate (from NEXT-White detector data) reconstructed by the RL procedure described

above.

– 24 –

NEXT 2νββ candidates (2MeV) JHEP 07 (2021) 146

S. Kubota et al., “Enhanced low-energy supernova burst 
detection in large liquid argon time projection chambers 
enabled by Q-Pix”, Phys. Rev. D 106, 032011 (2022)In Liquid Argon!

Cirigliano, V. et al., “Neutrinoless double beta decay in 
chiral effective field theory: lepton number violation at 

dimension seven”, JHEP 12 (2017) 082

Similar conclusions 
for solar neutrinos in 
LAr (paper in prep.)



Desires for future imaging planes
• Highest possible granularity is desired (higher precision) 

• Diffusion limited! (depends on drift length, pressure, gas composition)

9

Example: Diffusion at 10bar:  
✴ 0.50m drift: 1.7cm 
✴ 1.00m drift: 2.4cm 
✴ 1.50m drift: 3.0cm 
✴ 2.00m drift: 3.5cm 
✴ Xe-He mixture, 2.0m drift: 0.7 cm

Example for 40cm drift

JHEP 07 (2021) 146



Desires for future imaging planes
• Low radioactivity: 

✓ Need radiopure substrate 
✓ Need radiopure cables 
✓ Need radiopure SiPMs 

• Provides excellent energy resolution: 
✓NEXT demonstrated sub-percent (FWHM) Eres (PMTs) 

✓Need to use SiPMs (can they provide same Eres?) 

• Allows for detection of S1 light 
✓Need to use SiPMs (already demonstrated with PMTs) 

✓Depends on SiPMs type (dark count rate), coverage, energy, readout electronics10

NEXT Collaboration, “Radiogenic 
backgrounds in the NEXT double 

beta decay experiment 
”JHEP 10 (2019) 51

NEXT Collaboration, “Energy calibration of the NEXT-
White detector with 1% resolution near Qββ of 136Xe”, 

JHEP 10 (2019) 230



Potential for future dense tracking plane 
• Dense plane offers high granularity and high light detection coverage

11

SiPM Size Pitch Coverage # of SiPMs
(ton scale, 2m 
diam)

Dark rate
(based on 
S13360)

1.3 mm x 1.3 mm 2.4 mm 30% 540,979 70-90 kcps

3 mm x 3 mm 5.5 mm 30% 103,074 400-500 
kcps

6mm x 6mm 11 mm 30 % 25,956 1600-2000 
kcps

Motivation: Tonne Scale Experiments

1.3 mm SiPMs

Geometry of Dense Tracking Planes

3 mm SiPMs 6 mm SiPMs

4

● Based on these simulations, we 
could reach an excellent 
resolution with a dense SiPM 
tracking plane

● However these simulations are 
not realistic, as they do not 
include noise
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3 mm x 3 mm 5.5 mm 30% 103,074 400-500 
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6mm x 6mm 11 mm 30 % 25,956 1600-2000 
kcps

Motivation: Tonne Scale Experiments

1.3 mm SiPMs

Geometry of Dense Tracking Planes

3 mm SiPMs 6 mm SiPMs

4

● Based on these simulations, we 
could reach an excellent 
resolution with a dense SiPM 
tracking plane

● However these simulations are 
not realistic, as they do not 
include noise



Potential for future dense tracking plane 
Imaging capabilities:  

• Denser planes give better topology (diffusion limit)

12

Example at 15bar 
1.5m drift 
Pure Xe and He-Xe mixture

NEXT  
preliminary

Work from Helena Almazan (U. Of Manchester)



Potential for future dense tracking plane 
Energy resolution: 

• Preliminary NEXT studies for dense tracking planes have shown that 
a 30% photocoverage would allow for sub-percent Eres 

• Preliminary NEXT-White data analysis for Eres with SiPMs supports 
the 30% coverage

13

NEXT 
 Preliminary

paper in preparation
Work from Taylor Contreras(Harvard)



Potential for future dense tracking plane 
Detection of S1: 

• Depends on: 

✓ Energy of events (e.g. 40keV Kr event produces ~10pes in NEXT PMTs) 

✓ Dark rate of SiPMs (vs temperature) 

✓ Readout window 

• Very challenging for low-energy events like 83mKr (~40keV) 

• Diffusion can be leveraged to find the position 

14

Coming soon!



Potential for future dense tracking plane

Summary: 

• High granularity imaging plane is desired 

• Eres seem achievable with high (30%) coverage SiPMs plane 

• S1 detection remains challenging for low energy events 

• Electronics readout challenges for very high number of channels 
(O(25k-0.5M))

15

See interesting solution with PDCs from S. Charlebois’ talk



Increasing the light collected with metasurfaces
• Arrays of sub-wavelength spaced 

nanostructure that can manipulate 
light wavefronts 

• Can control phase, amplitude and 
polarization state of transmitted light 

• Optically thin and light 

• Low cost, mass production (e-
beam lithography or nano-imprints) 

• Extremely versatile (which requires 
dedicated design for different 
applications)

M. Khorasaninejad & F. Capasso, Science 358, 6367 (2017)
16



Increasing the light collected with metasurfaces
• Combining metalenses to SiPMs (to increase light collection with 

small SiPMs and/or to correct for dead-space) 

•

17

APL Photonics ARTICLE scitation.org/journal/app

FIG. 3. Metalens numerical modeling (in all cases, nsub = 1.52 and a plane wave is sent from the vacuum on the top of the image along the z-direction). For all the panels
of this figure except (c), λ = 590 nm. (a) Normalized light intensity in the XZ-plane for the metalens with aperture diameters d > 20 nm. (b) Normalized light intensity in the
XZ-plane for the metalens with aperture diameters d > 100 nm. (c) A crosscut along the vertical direction at the center of the focus corresponding to the simulation made
for different wavelengths. The results for λ = 590 nm correspond to the normalized intensity from (b) along the line x = 0. (d) Normalized light intensity in the XZ-plane for
the metalens with d > 100 nm, where the diameter is taken randomly from the normal distribution with a mean value d and a standard deviation σ = 10 nm. (e) Normalized
light intensity in the XZ-plane for the metalens with truncated cones as apertures—the top base diameter equals to d and the bottom one equals to 60% of d. (f) Normalized
light intensity in the XY-plane at the best focus position x = 8.52 �m in the case of design with aperture diameters limited to values d > 20 nm [the white dashed line in (a)].
(g) Normalized light intensity in the XY-plane at the best focus position x = 8.52 �m in the case of d > 100 nm [the white dashed line in (b)]. (h) Numerical simulation of the
amplitude and phase of the light transmitted through a periodic metasurface with the apertures of the identical diameter to determine the local response from the different
metalens areas. Simulation was done for different diameters d in the case of cylindrical and conical apertures. (i) Illustration of metalens application: reducing the amount of
light that would hit the dead boarder of the single photon avalanche photodiode (SPAD) by focusing it in the center of the detection region.

and phase. These two quantities calculated in the case of cylindri-
cal and conical apertures are shown in Fig. 3(h) as a function of the
aperture diameter d. The difference in the phase profiles explains the
focusing efficiency drop in the case of the conical apertures, which is
straightforwardly explained with the homogenization model as well,
as it changes mixture proportions and results in a smaller effective
refractive index contrast. Moreover, the results shown in Fig. 3(h)
allow calculating the average transmittance amplitude, which is T≈ 0.93 in the case of cylindrical apertures for both profiles with
d > 20 nm and d > 100 nm and in the case of conical ones with
d > 100 nm.

To demonstrate the scalability of our design, we investigated
the potential of a Fresnel metalens composed of eight different
concentric sections (Fig. 4). The purpose of these sections is, as

in a regular Fresnel lens, to enable a short focal length together
with a large lens diameter without requiring very thick materials.
The fabricated Fresnel metalens of dimensions 17 × 17 �m2 has
been characterized with the same method as the metalens in Fig. 2.
The optical microscope images taken at the metalens surface and
at its best focus plane are shown in Figs. 4(b) and 4(c), respec-
tively. From the axial shift between these two planes, we deduce
that this Fresnel metalens has a focal length of 7 �m. Considering
the 17 �m dimension of the lens and the 1.5 refractive index of the
medium where the light is focused, this Fresnel metalens features an
impressive numerical aperture of 1.15.While the concentric sections
intrinsic to the Fresnel design introduce interference ripples around
the focal spot (as we work under the spatial coherent condition
with plane wave illumination), the focal spot still bears transverse

APL Photon. 5, 116105 (2020); doi: 10.1063/5.0022162 5, 116105-5
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ABSTRACT: The photon detection efficiency (PDE) and timing
performance of silicon photomultipliers (SiPMs) need to be
improved for various applications, including time-of-flight positron
emission tomography, light detection and ranging, and high-energy
physics experiments. However, the irradiation of some incident
photons to the low-photosensitivity areas of the SiPM negatively
affects its PDE and timing performance. In this study, we
developed a 40 × 40 metalens array to focus incident photons
on the photosensitive area of the SiPM, thereby improving the
PDE and timing performance. As a proof of concept, we
experimentally investigated the effectiveness of this method. After characterizing the fabricated metalens, we found that the
focused beam size is approximately 1 μm (full width at half-maximum) at the optimal focal plane. Furthermore, we demonstrated the
effectiveness of the metalens in significantly improving the PDE (within a 5.8 σ confidence level) and timing performance (within a
3.0 σ confidence level). The results demonstrate the potential for using metalenses for versatile applications of SiPMs.
KEYWORDS: metasurface, nanophotonics, nanofabrication, solid-state single-photon detector, photodetection efficiency, time resolution

In recent decades, there has been increasing interest in the
ability of metasurfaces to provide an arbitrarily ultrathin

wavefront. Metasurfaces contain a subwavelength structure
with different flat and ultrathin shapes and sizes.1 Moreover,
they exhibit good optical performance as conventional optical
elements, such as holograms, polarization elements, wave-
plates, and flat lenses or metalenses.2−11 Thus, they have been
integrated with miniature conventional optical systems, such as
endoscopes, failure analysis semiconductors, and spectrom-
eters.12−14

Several researchers have proposed the integration of
metalenses with photodetectors.15,16 Microlenses have been
commonly integrated with photodetectors. With the recent
miniaturization of photodetectors, smaller microlenses are
needed. However, it is difficult to fabricate smaller microlenses
while ensuring the perfect alignment for smaller pixels since a
physically large curvature needs to be formed. Meanwhile,
metalenses could be easily fabricated and integrated with small
state-of-the-art photodetectors without alignment errors owing
to their two-dimensional ultrathin structure relative to the
microlenses that can provide an arbitrary wavefront, thereby
potentially making them suitable for complementary metal
oxide semiconductors (CMOSs).
The silicon photomultiplier (SiPM) is a single-photon

sensitive solid-state photodetector. It contains hundreds to
thousands of single-photon avalanche diodes (SPADs) with
sizes varying from 5 × 5 to 100 × 100 μm2. SiPMs have been
investigated for several applications, such as time-of-flight
positron emission tomography (TOF-PET), high-energy

physics experiments, and light detection and ranging
(LiDAR).17−20 For these applications, photodetection effi-
ciency (PDE) and timing performance of SiPMs are the most
important characteristics. An improvement in the PDE of a
SiPM with the use of metalenses by focusing the incident
photons on the entire SiPM has been reported.21

Further, SPADs should be surrounded by trenches to
suppress the harmful effects of optical crosstalk. However,
trench areas are low-photosensitivity areas that contribute to
PDE degradation. In the aforementioned applications of
SiPMs, incident photons uniformly pass through the photo-
sensitive and low-photosensitivity areas (Figure 1(a)).
However, a poor timing performance of the photons detected
only near the trench is observed, as compared to those
absorbed at the photosensitive area.22,23 Therefore, incident
photons need to be guided to the photosensitive area to
suppress PDE degradation. To achieve this, the integration of
metalenses with SPADs of a SiPM has been proposed.24 This
strategy aims to concentrate the incident photons impinging
the SPADs to the photosensitive area. However, the
effectiveness of this proposed method remains unknown.
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First VUV metalens
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First VUV metalens
• Metalens for 175nm
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Reasonable efficiency (>30%) up to 
25° from normal 
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First VUV metalens
• Metalens for 175nm

22

First demonstration of VUV metaoptics could be useful for future tracking planes

Reasonable efficiency (>30%) up to 
25° from normal 



Alternative solution with wavelength shifters
• Much higher quantum efficiencies for SiPMs in visible 

• Use of TPB introduces issues (loss of light due to isotropic 
emission, degradation, dissolution…) 

• Use a metasurface to reshape the TPB emission profile

23
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Alternative solution with wavelength shifters
• Much higher quantum efficiencies for SiPMs in visible 

• Use of TPB introduces issues (loss of light due to isotropic 
emission, degradation, dissolution…) 

• Use a metasurface to reshape the TPB emission profile 

• Add metalens to increase area!

24Work led by Augusto Martins (U. Of Manchester)



Summary

• Dense SiPMs plane used in EL-TPC could offer: 

✓ High granularity imaging capabilities 

✓ Excellent energy resolution 

• Need good electronics readout solutions 

• Addition of metasurfaces could enhance the amount of light 
collected
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