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DOE OHEP GARD: General Accelerator R&D Program
The OHEP GARD program has been one of the main funding resources for the US national 
laboratories and universities to carry out R&Ds in developing new accelerator concepts, 
materials, designs and pushing the performance limits for High Energy Physics mission, out of 
which the long-term generic R&D may also benefit other applications.

GARD program consists of five core research thrusts, facility operations, workforce development, 
US-Japan collaborative ARD and ILC cost reduction R&D

• Core research thrusts
• Accelerator and beam physics [beam phys. exp'ts, modeling, instrumentation, theory]
• Advanced acceleration concepts [beam-, laser- and structure- wakefields]
• Particle sources and targets [photoinjectors, e+, high power targetry]
• RF acceleration technology [SRF, NCRF, high gradient research and RF sources]
• Superconducting magnet and materials [SRF, NCRF, high-G research and RF sources]

• Workforce development: US Particle Accelerator School, DOE Accelerator Traineeships
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GARD portfolio contains a set of mid-term, long-term including generic R&Ds that are aligned 
with the 2014 P5 recommendations, i.e PIP-II, HL-LHC, and ILC, and future goals, i.e. multi-
MW neutrino factory, very high energy pp collider and multi-TeV lepton collider

GARD portfolio (FY22)
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Impact of general accelerator R&D
yesterday’s R&D led to today’s success



US contributing enabling technology to the HL-LHC

US-Accelerator Upgrade Project (US-AUP) 
contributes 50% of the HL-LHC final 
focusing triplets and SRF crab cavities, a 
total of $260M investment.

With the sizable funding from 2006 to 2018 
for generic and complementary R&D efforts, 
such as Conductor Development 
Program, General Accelerator R&D 
GARD, US-LARP, university programs, 
etc., cutting edge technologies in Nb3Sn 
superconductor and SRF crab cavity were 
successfully developed to enable the 
luminosity upgrade of LHC.

First usage in accelerator for Nb3Sn superconductor, which 
is ~50% higher than present LHC

First usage in hadronic collider of SRF crabbing technology 
to compensate the luminosity reduction due to large 
crossing angle for mitigating long range beam-beam effect



The basic R&D of improving Nb SRF cavity 
performance has led to the first CW based XFEL 

Superconducting RF technology thrust

7

LCLSII/HE

Name (Qty.) HWR (8) SSR1 (16) SSR2 (35) LB650 (36) HB650 (24)
Type Half-Wave Single Spoke Single Spoke Elliptical Elliptical
! 0.11 0.22 0.47 0.61 0.92

Frequency 162.5 MHz 325 MHz 325 MHz 650 MHz 650 MHz

Q0 8.5 % 10! 8.2 % 10! 8.2 % 10! 2.4 % 10"# 3.3 % 10"#
Gradient 9.7 MV/m 10 MV/m 11.5 MV/m 16.8 MV/m 18.7 MV/m
Doping No No No Yes Yes

Prototype validatedPrototype built

PIP-II for world’s most intense neutrino beams
§ 800 MeV, 2mA  H− SRF linac
§ 1.2 MW proton beam
§ Upgradeable to multi-MW

PIP-II 
SRF 
cavities

Nitrogen doping and infusion

The HEP investment in basic SRF R&D earlier allowed 
built-up of expertise, workforces and critical 
infrastructures that are indispensable for PIP-II, the 
upcoming workhorse for the US HEP neutrino program

Leading institutions: FNAL, Jlab and Cornell University



The breakthrough of high brightness electron source has enabled today’s X-FEL performance and could 
result to cost reduction in tomorrow’s linac based discovery science facilities

High brightness photoinjectors
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2020 Wilson Prize “For the discovery and 
subsequent implementation of emittance 
compensation in photoinjectors that has 
enabled the development of high 
brightness, X-ray free electron lasers such as 
the Linac Coherent Light Source”

1985, invention of RF 
photoinjector by Fraser, 
Sheffield, et al, LANL

1980s

1989, RF and space 
charge effects in photo 
RF e-gun, K.J. Kim, ANL

1990s

1995, emittance 
compensation, B. 
Carlsten, LANL

High brightness e-gun development 
by BNL, SLAC, and UCLA

2007, successful commissioning 
of LCLS photoinjector with <1um 
slice emittance achieved! 
D. H. Dowell et al, SLAC

1997, detailed theory of emittance 
compensation, J. Rosenzweig, UCLA

2020

2013, world record 65mA 
photoinjector was achieved
B. Dunham et al, Cornell

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4333725
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4333725
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4333725
https://www.sciencedirect.com/science/article/pii/0168900289906888
https://www.sciencedirect.com/science/article/pii/0168900289906888
https://www.sciencedirect.com/science/article/pii/0168900289906888
https://inspirehep.net/files/eb0cb6e4d90f32962137f5642af2af5a
https://inspirehep.net/files/eb0cb6e4d90f32962137f5642af2af5a
https://inspirehep.net/files/eb0cb6e4d90f32962137f5642af2af5a
https://accelconf.web.cern.ch/f07/TALKS/WEAAU01_TALK.PDF
https://accelconf.web.cern.ch/f07/TALKS/WEAAU01_TALK.PDF
https://accelconf.web.cern.ch/f07/TALKS/WEAAU01_TALK.PDF
https://journals.aps.org/pre/abstract/10.1103/PhysRevE.55.7565
https://journals.aps.org/pre/abstract/10.1103/PhysRevE.55.7565
https://accelconf.web.cern.ch/f07/TALKS/WEAAU01_TALK.PDF


GARD enabled successful R&D in high power target

Full cycle of R&D: ~ 5-10 years
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2017/2018 2019-2023 2015 / 2018 / 2022

Experiment 
Preparation

2014/2017

Prototypic irradiation to closely replicate material behavior in accelerator target facilities

High-energy proton 
irradiation

Post-Irradiation 
Examination (PIE)

In-beam thermal 
shock experiment 



Recommended by the 2014 P5, IOTA (Integrable Optics Test Accelerator) at FNAL as the first and 
only intensity frontier beam test facility has been constructed and operated for beam physics research

IOTA/FAST: a dedicated intensity frontier beam physics facility
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configuration, the small-amplitude motion becomes unstable, and 
the particles are antidamped to large amplitudes determined by the 
balance of the OSC heating and SR damping. The cooling rate and the 
cooling ranges described here are the essential figures of merit for 
OSC (Methods)9.

The OSC cooling force can also be redistributed between the longi-
tudinal and transverse degrees of freedom, enabling cooling in one, 
two or three dimensions (Methods). Lastly, the short wavelength of 
the radiation places stringent requirements on the alignment of the 
optical system and on the synchronization and stability of the bypass 
timing. For efficient OSC, the PU radiation and beam trajectory in 
the KU should be aligned to better than about 100 µm and about 
100 µrad in transverse position and angle, respectively, and the bypass 
timing should be synchronized and stable at the subfemtosecond  
level9.

The Integrable Optics Test Accelerator (IOTA), shown schemati-
cally in Fig. 2a, is a 40-m circumference, electron and proton storage 
ring at the Fermi National Accelerator Laboratory10. Table 1 presents 
a summary of relevant performance parameters for IOTA in the OSC 
configuration9. The OSC insertion, shown in Fig. 2b, occupies the 
approximately 6-m-long straight section between IOTA’s M4L and M4R 
dipoles. The magnetic bypass uses rectangular dipoles to minimize 
horizontal beam focusing, ensuring that the longitudinal-to-transverse 
coupling is dominated by the small coupling quadrupole magnet at 
the centre of the bypass9. The PU and KU are identical electromagnetic 
undulators with Nu = 16 magnetic periods (4.84 cm each) and produce 
an on-axis fundamental radiation wavelength of λr = 950 nm for the 
design energy of 100 MeV (Methods). The radiation from the PU is 
relayed to the KU using a single in-vacuum lens with a focal length of  
0.853 m at the fundamental wavelength. Although this configuration 
does not include optical amplification, it still produces strong cool-
ing and enables detailed measurements of the underlying physics9. 
Before entering the KU, the light passes through a delay stage that 
has approximately 0.1 mm of tunable range, a closed-loop precision 
of about 10 nm and negligible reflection losses (Methods).

The beam’s closed orbit (CO) and spatial distributions were char-
acterized using a suite of beam-position monitors, SR monitors and 
a streak camera (Methods). In addition, the PU and KU radiation was 
monitored using two cameras at M4L that are positioned to image 
from different locations inside the KU. The measured positions of the 

focused PU and KU radiation spots were used in conjunction with a 
laser-based alignment system to monitor the errors of the CO inside 
the undulators (Methods). The PU and KU radiation spots were spatially 
aligned using orthogonal CO bumps and transverse translations of the 
in-vacuum lens, and the delay stage was then swept through its full 
range until interference of the fundamental radiation was observed. 
After alignment, the effect of OSC on the beam distribution was appar-
ent, and the strength of the OSC interaction was optimized using lens 
translations and CO bumps. After optimization, the OSC interaction 
was characterized using a combination of slow-delay scans and fast 
on–off toggles through rapid changes of the delay setting.

For the experiments described here, the OSC system was configured 
for three-dimensional cooling (z, x, y). When the system is properly 
tuned, the beam’s response to OSC is striking owing to OSC’s domi-
nance over SR damping. Figure 3 presents the projected beam distribu-
tions and r.m.s. sizes (Fig. 3c) for all three phase-space planes during a 
slow-delay scan (about 30 nm s−1, or equivalently about 0.03λr s−1) over 
a total range of approximately 30λr.
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Fig. 2 | Schematic of the IOTA OSC system. a, Schematic of the IOTA ring and the location of the OSC insertion. b, Diagram of the OSC insertion including the 
undulators, chicane and light optics (inset). RF, radio frequency; DOF, degrees of freedom.

Table 1 | Design-performance parameters for IOTA OSC9

Design momentum, p0 (MeV c−1) 100

Revolution frequency (MHz) 7.50

Radio frequency (MHz) 30.00

Momentum compaction 4.91 × 10−3

Relative r.m.s. momentum spread, σp/p0
a 0.986 × 10−4

Horizontal emittance: x–y uncoupled, ε0 (nm)a 0.857

Total bypass delay (mm) 0.648

Nominal radiation wavelength, λr (nm) 950

Maximum OSC kick per turn (meV) 60

Horizontal cooling acceptance, εmax (nm) 72

Longitudinal cooling acceptance, (∆p/p)max 5.7 × 10−4

Bandwidth of the OSC system (THz) 19

Sum of emittance OSC rates (s−1) 38

SR emittance damping rates, [z, x, y] (s−1) 2.06, 0.94, 0.99
aEquilibrium values do not include the effects of OSC.
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Experimental demonstration of optical 
stochastic cooling

J. Jarvis1 ✉, V. Lebedev1 ✉, A. Romanov1, D. Broemmelsiek1, K. Carlson1, S. Chattopadhyay1,2,3, 
A. Dick2, D. Edstrom1, I. Lobach4, S. Nagaitsev1,4, H. Piekarz1, P. Piot2,5, J. Ruan1, J. Santucci1, 
G. Stancari1 & A. Valishev1

Particle accelerators and storage rings have been transformative instruments of 
discovery, and, for many applications, innovations in particle-beam cooling have 
been a principal driver of that success1. Stochastic cooling (SC), one of the most 
important conceptual and technological advances in this area2–6, cools a beam 
through granular sampling and correction of its phase-space structure, thus bearing 
resemblance to a ‘Maxwell’s demon’. The extension of SC from the microwave regime 
up to optical frequencies and bandwidths has long been pursued, as it could increase 
the achievable cooling rates by three to four orders of magnitude and provide a 
powerful tool for future accelerators. First proposed nearly 30 years ago, optical 
stochastic cooling (OSC) replaces the conventional microwave elements of SC with 
optical-frequency analogues and is, in principle, compatible with any species of 
charged-particle beam7,8. Here we describe a demonstration of OSC in a 
proof-of-principle experiment at the Fermi National Accelerator Laboratory’s 
Integrable Optics Test Accelerator9,10. The experiment used 100-MeV electrons and a 
non-ampli!ed con!guration of OSC with a radiation wavelength of 950 nm, and 
achieved strong, simultaneous cooling of the beam in all degrees of freedom. This 
realization of SC at optical frequencies serves as a foundation for more advanced 
experiments with high-gain optical ampli!cation, and advances opportunities for 
future operational OSC systems with potential bene!t to a broad user community in 
the accelerator-based sciences.

Particle accelerators are invaluable scientific tools that have enabled 
a century of advances in high-energy physics, nuclear physics, mate-
rials science, fusion, medicine and beyond1. In many applications, 
high-brightness particle beams are required, and for those relying 
on storage rings (for example, particle colliders, light sources, and 
light-ion and heavy-ion rings), beam cooling is an indispensable ele-
ment of the accelerator’s design and operation. Beam cooling consti-
tutes a reduction of the six-dimensional phase-space volume occupied 
by the beam particles or, equivalently, a reduction in the thermal 
motion within the beam. In the case of colliders, cooling increases 
luminosity through the reduction of beam emittances and is essential 
for combatting intrabeam scattering (IBS) and other diffusion mecha-
nisms11,12. Cooling also enables and supports a broad range of other 
applications in atomic, particle and nuclear physics, including the 
efficient production of antihydrogen for tests of charge, parity, time-
reversal (CPT) symmetry and gravity13–15, internal-target experiments 
for precision measurements of resonance masses and widths16, and the 
production and cooling of both stable and radioactive ion species for 
precision measurements of states and interactions17,18.

There is a wide array of application-specific cooling techniques19,20. 
One of the most common is synchrotron radiation (SR) damping, which 
results from the beam’s emission of SR in bending magnets and the 

subsequent replenishment of this energy loss by radio-frequency 
accelerator cavities21. For electron–positron colliders, as well as pro-
posed hadron colliders on the energy frontier (for example, the Future 
Circular Collider), adequate cooling is already present owing to SR 
damping22,23; however, for hadrons at energies below about 4 TeV, SR 
damping times at the collision energy are too long for practical use, 
and effective cooling requires an engineered system.

For such systems, two primary families of cooling methods can be 
considered: electron cooling (EC) and stochastic cooling (SC)2,3,24–26. In 
EC, a hadron beam’s temperature is reduced as the particles thermalize 
through Coulomb scattering with a velocity-matched, low-temperature 
electron beam. Unfortunately, the scaling of EC with beam energy 
becomes especially unfavourable for relativistic beams. EC may be 
feasible for the planned Electron Ion Collider (EIC) at Brookhaven 
National Laboratory, which has an anticipated operational ceiling of 
275 GeV (protons), but the potential for EC systems beyond this energy 
is uncertain27,28.

SC, first suggested by S. van der Meer in 1968, was a key technology 
in the success of proton–antiproton colliders. It was instrumental in 
the discovery of the W and Z bosons in 1983, as it enabled the accumu-
lation of a sufficient number of antiprotons with the required beam 
quality, and a year later, van der Meer received a share of the Nobel 
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The transverse cooling range could not be studied in detail owing 
to the small transverse beam sizes and relatively weak transverse OSC, 
which precluded particle trapping at large transverse amplitudes; 
however, we note that the measured r.m.s. transverse mode emittances 
of the cooled beam at the OSC maximum are about 0.9 nm, which is 
almost 100-times smaller than the expected cooling range (Table 1) 
and at least about 30-times smaller than the worst-case estimate of 
the cooling range when reduced by the nonlinearity of longitudinal 
displacements at large amplitudes. Therefore, cooling-range limita-
tions are not expected to have any role in the OSC measurements, but 
this conclusion still requires experimental verification.

In these results, there are a few notable deviations from expectations. 
The estimated total cooling rate is approximately half of the anticipated 
value (Table 1), which is based on detailed simulations of the undula-
tor radiation9. Also, the ratio of the measured OSC rates (longitudinal 
to sum of transverse) in the experiment was 1:0.34, whereas 1:1.03 is 
expected9. The likely sources of these discrepancies are discussed in 
Methods.

Conclusions
We have experimentally demonstrated optical stochastic cooling. This 
constitutes the realization of a stochastic beam-cooling technique in 
the terahertz-bandwidth regime and represents an increase in band-
width of about 2,000 times over conventional SC systems. In addition, 
we have successfully demonstrated a coupling scheme for sharing 
the cooling force with all degrees of freedom, which is applicable to 
other cooling concepts as well. Another important technical outcome 
of the experiment is that the beam and its radiation were effectively 
synchronized and stabilized to better than a quarter of the radiation 
wavelength (<250 nm) over the length of the OSC section (about 3 m). 
These results provide an important validation of the essential OSC 
physics and technology and open the way to experiments that include 
high-gain optical amplification and advanced system architectures. 
For example, the next phase of the IOTA OSC programme is underway 
and targets the development of an amplified OSC system with about 
4–6 mm of delay, an optical power gain of >30 dB and the flexibility to 
explore advanced concepts that will broaden the applicability of OSC, 
such as transverse optical sampling40. The successful demonstration 
of this amplified system would provide the foundation necessary for 

engineering operational, high-gain OSC systems for colliders and other 
accelerator facilities and may open capabilities for synchrotron light 
sources. These may include OSC systems for direct cooling of hadron 
beams, secondary cooling of stored high-intensity electron beams for 
ring-based electron coolers and flexible OSC systems for enhanced 
SR damping.

Online content
Any methods, additional references, Nature Research reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
butions and competing interests; and statements of data and code avail-
ability are available at https://doi.org/10.1038/s41586-022-04969-7.
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Fig. 4 | Fast toggle of the OSC system. a, Dependence on time of 
single-dimensional beam distributions in z (streak camera) and y (M2R SR 
monitor) during an OSC toggle. The system is initially detuned by 30λr and is 
snapped to the maximum cooling setting at t = 0. b, The r.m.s. beam sizes from 
Gaussian fits of the raw projections presented in a. c, Distributions averaged 
over time (solid lines) and their Gaussian fits (dotted lines) for the OSC-off and 

OSC-on states for the intervals of [−20, −10] s and [10, 20] s. In b and c, the M2R 
fits use only the central ±110 µm to reduce contamination by the non-Gaussian 
tails resulting from gas scattering. Diffraction-corrected curves are shown in 
grey, and the distributions in each case have been normalized to a peak value of 
one for comparison.

Dependence on time of single-
dimensional beam distributions in 
z(streak camera) and y(M2R SR 
monitor) during an OSC toggle. 
The system is initially detuned by 
30λr and is snapped to the 
maximum cooling setting at t = 0. 

b is the r.m.s. beam sizes from Gaussian fits of the raw projections presented in a. c, 
Distributions averaged over time (solid lines) and their Gaussian fits (dotted lines) for the OSC-
off and OSC-on states for the intervals of [−20, −10] s and [10, 20] s. In b and c, the M2R fits use 
only the central ±110 μm to reduce contamination by the non-Gaussian tails resulting from gas 
scattering. Diffraction-corrected curves are shown in grey, and the distributions in each case 
have been normalized to a peak value of one for comparison. 



Advanced Acceleration Concepts
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• Acceleration gradient: 
Laser Wake Field Acceleration (LWFA)

• 8GeV energy gain in 20cm plasma with 3x1017 cm-3 was 
achieved at BELLA, LBL

Beam driven plasma wakefield(PWFA)
• 9GeV energy gain in 1.3m was achieved 

at FACET SLAC

• Staging:
• Proof-of-principle staging of LWFAs (~100 MeV energy 

gain) using high gradient plasma-lenses

• Beam quality: ~10!" energy spread was achieved
• Plasma recovery at high repetition rate was recent observed 

at FLASH Forward, R. D’Arcy et al., Nature (2022)

Plasma based accelerators

A. J. Gonsalves et al. PRL (2019)

M. Litos et al. PPCF (2015)

S. Steinke et al. Nature (2016)

1st demonstration of laser wakefield accelerator driven FEL [W. Wang, et al 
Nature, July 2021]. Radiation of 27 nm was observed at the end of undulator. 
The maximum photon is around 1010 per shot, which corresponds to a 
maximum radiation energy of about 150 nanojoules.
Undulator beamline with a total length of 
approximately 12 m from the gas target for the 
LWFA to the X-ray spectrometer

Typical spectra of electron

Measured transverse profiles of 
the electron beam at the entrance

Recent demonstrated proof-of-principle LWFA 
and PWFA based compact FELs
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Current US ARD vs. future goals  
reaching future goals requires today’s investment in 
R&D including test facilities and future workforce



Key technology needs for current and future goals
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Current GARD funding is aligned with the 2014 P5 physics priorities:

A number of new ideas/initiatives were brought up during the Snowmass2021 process:
• Intensity frontier: ACE (aka PIP-III) to double the proton beam power for LBNF/DUNE
• Precision frontier: facilities for rare process oriented (CP violation, dark matter/dark energy, 

CLFV, etc) such as Advanced Muon Facility (AMF)
• Higgs/EW collider:

• International: Future Circular Collider-ee, Circluar electron positron Collider
• US: Cool Copper Collider (C3), Higgs-Energy LEptoN (HELEN)

• Energy frontier: multi-TeV muon collider, FCC-hh



More details are in the Snowmass AF summary report as well as each AF subgroups summary report

Snwomass'21: R&D needs for these future goals
Particle sources and target:

• Efficient high intensity e+ sources including 
polarized for Higgs/EW factory colliders

• 2.4 MW for ACE (PIP-III)

• 4.8 MW for a muon collider

14

Superconducting magnets and materials 
(coordinated with US MDP)

• 16-20 T dipole for hadron collider 

• 40 T solenoid for muon collider

• Fast ramping magnets with 1kT/s 
for muon collider

Advanced acceleration concept:

• Collider quality beams including positrons

• Efficient drivers and staging

• Coordinate with international efforts

RF acceleration technology:

• High gradient: 

• SRF >50MV/m, NC RF: 70-150MV/m

• High quality factor for cost efficient

• High efficiency RF power source

Accelerator and beam physics:
• Experimental, High intensity/brightness 

beams acceleration and control
• High performance computer modeling 

and AI/ML approaches 
• Design integration and optimization, 

including energy efficiency



HEP Strategy Alignment

Nb3Sn Magnets

HTS & Hybrid HTS/LTS Magnets

Technology Development

Conductor Development

Advanced Nb3Sn development

Progress on 2020 Updated MDP Roadmaps

Magnet materials development

Code development & toolbox

REBCO performance for cables

Stress-managed Nb3Sn

HTS/LTS hybrid paradigm

Bi2212 focus on QC & performance

Diagnostics for disturbace spectra

Affecting training rate

Studies on solenoids for HEP
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GARD Thrusts: Roadmaps
• Recommended by the 2014 P5, a set of roadmaps along with milestones was established for Advanced 

Acceleration Concept (AAC), RF technology, SC Magnets, Accelerator and beam physics (ABP), around 
2016-2017

• Very recently, sources and targets have also established their roadmap. ABP has also just updated theirs 
shortly after the Snowmass2021 process.  
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Particle source roadmap(draft), April, 2023

Target roadmap(draft), April, 2023

AAC roadmaps, Feb, 2016

RF accelerator roadmaps, 
Mar. 2017

Magnet roadmap

APB roadmap, Sept, 2022

https://science.osti.gov/hep/-/media/hep/pdf/2022/ABP_Roadmap_2023_final.pdf
https://science.osti.gov/hep/-/media/hep/pdf/2022/ABP_Roadmap_2023_final.pdf
https://www.osti.gov/servlets/purl/1358081
https://www.osti.gov/servlets/purl/1631119
https://science.osti.gov/hep/-/media/hep/pdf/2022/ABP_Roadmap_2023_final.pdf
https://science.osti.gov/hep/-/media/hep/pdf/2022/ABP_Roadmap_2023_final.pdf


The main focus of Accelerator and Beam 
Physics (ABP) research is beam intensity, 
beam quality, beam control and beam 
prediction (modeling).

It is the most cross-cutting GARD core 
research thrust, critical for supporting 
current and future HEP missions but also 
essential for all other accelerator and beam-
based science and societal needs.

ABP also works very closely with USPAS as 
well as universities in education, outreach 
and training. 

Accelerator and Beam Physics
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Table 1:  Accelerator and beam physics (ABP)
requirements in terms of theory and modeling,
experimental beam studies, and integrated machine
design for current and future HEP accelerators and
facilities and beam tools for other SC offices. Brighter
colors indicate progressively more critical need while
white indicates the need is not significant or not
applicable.

Accelerator Beam Physics Research Roadmap | February 20239

Beam physics and modeling
Single particle optics, NL dynamics ! ! ! ! ! ! ! ! ! ! !

Polarization effects, control ! ! ! ! ! ! ! ! ! ! !

Space-charge effects and compensation ! ! ! ! ! ! ! ! ! ! !

Beam–beam effects and compensation ! ! ! ! ! ! ! ! ! ! !

Synchrotron radiation, CSR, microbunching ! ! ! ! ! ! ! ! ! ! !

Wakefields, instabilities, control ! ! ! ! ! ! ! ! ! ! !

High-brightness ultrashort bunches ! ! ! ! ! ! ! ! ! ! !

Emittance control, noises ! ! ! ! ! ! ! ! ! ! !

Beam cooling methods ! ! ! ! ! ! ! ! ! ! !

IP spot size/stability ! ! ! ! ! ! ! ! ! ! !

HPC, modeling and simulations ! ! ! ! ! ! ! ! ! ! !

MI/AL tools and methods ! ! ! ! ! ! ! ! ! ! !

Experimental beam studies, facilities ! ! ! ! ! ! ! ! ! ! !

Conceptual design integration, optimization ! ! ! ! ! ! ! ! ! ! !

ARDAP, NNSA, DARPA

Electron-Ion Collider

X-FELs, UEM/UED

FCChh, SPPC

Muon Colliders

FCCee, CEPC, CERC

AAC- & ERL-linear coll.

ILC, CLIC, C3, HELEN  

Mu2e-II, PAR

PIP-II, PIP-III, NF 

LHC/HL-LHC



Accelerator and Beam Physics R&D needs
Grand challenge #1 (beam intensity): How do we 
increase beam intensities by orders of magnitude?

Grand challenge #2 (beam quality): How do we 
increase beam phase-space density by orders of 
magnitude, towards quantum degeneracy limit?

Grand challenge #3 (beam control): How do we 
control the beam distribution down to the level of 
individual particles?

Grand Challenge #4 (beam prediction): How do we 
develop predictive “virtual particle accelerators”?
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The accelerator and beam physics community has recently held the 
workshop to address its R&D needs. The summary report of the 
workshop along with updated the roadmaps is recently approved 
by DOE and published. In there, 
• The grand challenges are identified
• The approach to exploit facilities, support codes/modeling, 

advance AI/ML/VTS, education/training is emphasized
• Needs of centralized collaboration framework such as the 

Magnet Development Program (MDP) to facilitate resource 
sharing and communication among various R&D activities were 
raised. Concept of US Center for Accelerator Physics (CAP)
was proposed.

https://science.osti.gov/hep/-/media/hep/pdf/2022/ABP_Roadmap_2023_final.pdf


R&D needs: High power targetry
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In-Beam Studies: Evaluate in-beam performance of 
candidate materials
• Irradiated Material Studies: high energy proton beam at BNL-BLIP

o Estimated beam cost for 4 weeks ~ $1M
• Thermal shock testing: HiRadMat facility at CERN

o Through proposal submission but need 2 years of preparation 
(proposal, safety, irradiated material transport, PIE…)

Alternative Methods: Emulate high energy proton 
irradiations for accelerated and cost-effective material screening
• Low Energy Ion for assessing radiation damage effects
• Electron beam for thermal shock and fatigue testing 
• Novel Testing Methods (fatigue studies)

o Need 0.5 FTE and at least $100k per year per project for 3 years

Novel Target Materials: New materials with enhanced 
thermal shock and radiation damage resistance
• High-Entropy Alloys: complex multi-element alloys
• Nanofibers: Electrospun ceramic and metallic nanofibers

o HEAs and nanofiber covered by DOE ECRP, 2022, K. Ammigan 
o Need funds at the same level to support more target material 

development for specific applications 

Develop Modeling: Prediction of fundamental response of 
various materials to irradiation and thermal shock
• Helium gas bubbles formation and segregation
• Radiation damage effects on HEAs
• Heat transfer mechanism in nanofiber media

o Need more development and experimental data for specific application

GARD (including US-JP)= $ 1.7M (to FNAL: 2.25 FTE + ~$270k M&S) 
We need to ramp up activities to fully respond to the needs for next generation accelerator 

Significant High Power Targetry R&D is needed and more resources are essential 
to be ready to support future accelerators

R&D coordinated through the RaDIATE Collaboration. Lead by FNAL since 2012, 
Goal to share knowledge on radiation damage and thermal shock in materials within the 20 national and international participants. 
Not a fund resource ð Not effective enough to reach HEP goals 

0.77 FTE/y + $108k/y M&S ECRP: $500k/y

0.63 FTE/y + $145k/y M&S 0.85 FTE/y + $16k M&S

1.5 FTE + $2M + $200k/y M&S

1.5 FTE/y + $300k/y M&S 1.5 FTE/y + $100k/y M&S



SRF acceleration technology R&D needs
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§ SRF R&D is guided by the DOE/HEP GARD RF Accelerator R&D Strategy Report (developed in 2017), which 
contains several 10-year roadmaps

§ Two of the roadmaps set directions for high Q and high gradient SRF frontiers
● Push the SRF cavity beyond the LCLS-II cavities, i.e. < 1     residual resistance in cryomodule
● Continue to explore new cavity design and material to push the SRF cavity gradient to 50MV/m and beyond

§ In addition, there is a description of common elements (e.g., new SRF materials, advanced cavity geometries, 
field emission mitigation) and auxiliary systems (HOM dampers, FPCs, tuners, etc.)

nΩ

https://www.osti.gov/servlets/purl/1631119


NC-RF acceleration technology R&D needs
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§ Similarly, NC-SRF R&D is also guided by the 
DOE/HEP GARD RF Accelerator R&D 
Strategy Report developed in 2017), which 
contains both NC conducting RF structure 
and RF source 10-year roadmaps

https://www.osti.gov/servlets/purl/1631119

https://www.osti.gov/servlets/purl/1631119
https://www.osti.gov/servlets/purl/1631119


Superconducting Magnet and materials R&D needs
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J M S
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J M S
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J M S

See Magnets for Energy Frontier, S. Prestemon



Advanced Acceleration Concepts: R&D needs
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See Advanced Accelerator Concept, Spencer Gessner



• US universities provide valuable research and a significant part of the accelerator 
workforce in the national labs

Universities: an indispensable part of the US accelerator R&D
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Universities: an indispensable part of the US accelerator R&D
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GARD has been supporting ~35 universities

FY22

NSF has also funded the proton source development IsoDAR, an isotope at rest experimental program at MIT, and 
CXFEL for Biology at ASU
● Both are accelerator-based projects which require novel accelerator design and technologies, also offer rich beam dynamics

Currently, NSF Sci&Tech center supports the accelerator 
R&D program, Center of Bright Beams, led by Cornell
● A hub of strong faculty team with bright students to tackle 

challenging R&Ds to increase the intensity, or brightness, of 
beams of charged particles by a factor of 100 while 
decreasing the cost of key accelerator technologies

supports ~40 grad students and postdocs, 
a pipeline for accelerator scientists

For details, please see Ritchie Patterson’s talk on NSF funded 
accelerator projects/university work 



• US Particle Accelerator School (USPAS) and accelerator traineeships are to 
fill the needs of many specialized courses that are rarely available in 
universities such as high-power RF engineering, high power pulsed power, 
accelerator cryogenic design, collective effective, etc

• USPAS was funded in 1987 as a national lab consortium and stewarded by 
Fermilab to provide high quality training for the accelerator community at 
large. It draws teaching resources from national labs

• In two intensive format sessions per year, the USPAS delivers typically 22 
mostly grad-level academic-format courses reaching 280 students

• As part of the ABP roadmap, GARD currently funds four accelerator 
traineeships at ASET at MSU, Courant at SUNY, CAST at IIT/NIU, and 
VITA at ODU which all rely on USPAS courses for students

GARD funded US PAS and Accelerator Traineeships
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• The USPAS’s annual budget has been flat (~$1M) over the past five years to cover 2.75 FTE (director + 2 admin 
experts), student supports, etc. 

• Modest increase of current funding level to add one FTE will enable continued larger sessions and ensure continuity 
in administrative knowledge to continue success. Further budget increase can also help USPAS to increase its 
recruitment from undergraduates and underrepresented groups.

• The 2023 GARD ABP roadmap calls for closer coordination of all accelerator education and trainee efforts in the US



These R&D needs vs. current funding profile
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Summary
• HEP has been the steward for accelerator R&D in the US. The outcomes have not only 

benefited for HEP missions but also the missions across the Office of Science as well as other 
funding agencies

• While current GARD funding portfolio has been well aligned with the 2014 P5 
recommendation, its overall funding size for general research, facilities and education/training 
needs to be significant increased to keep the US accelerator R&D stay healthy and 
competitive for tomorrow’s HEP missions.

• While US currently has a set of accelerator test facilities, some of them are dated and in urgent 
needs for addressing the long-deferred maintenance not only for safe operation, but also allow 
them to be competitive w.r.t. similar test facilities worldwide

• Universities make important contributions to the US accelerator R&D as well as workforce. 
Continue to have strong NSF and DOE supported accelerator programs in the universities can 
further augment HEP accelerator developments
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