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Accelerator Frontier – Key Questions

1. What is needed to advance the physics?
2. What is currently available (state of the art) around the world?
3. What new accelerator facilities could be available on the next decade (or next next decade)?
4. What R&D would enable these future opportunities?
5. What are the time and cost scales of the R&D and associated test facilities as well as the 

time and cost scale of the facilities?
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329 AF Letters-of-Intent  (incl.71 joint - EF, NF, RPF, …)

AF1: Beam Physics and Accelerator Education 61 (14)
AF2: Accelerators for Neutrinos 18 (5)
AF3: Accelerators for EW/Higgs 32 (4
AF4: Multi-TeV Colliders 56 (10)
AF5: Accelerators for PBC and Rare Proc. 37 (22)
AF6: Advanced Accelerator Concepts 71 (5)
AF7: Accelerator Technology R&D (Magnets, RF, Targets and Sources) 137 (6)
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AF Implementation Task Force

Key question for Snowmass’21 Accelerator Frontier to address: 
“…What are the time and cost scales of the R&D and associated test 
facilities as well as the time and cost scale of the facility?” 
A large number of possible accelerator projects: ILC, Muon Collider, 
gamma-gamma and ERL options, a large circumference electron 
ring, and a large circumference hadron ring amongst others. 
Comparison of the expected costs, using the same accounting rules, 
schedule, and R&D status for the projects.
The Accelerator Implementation Task Force is charged with 
developing metrics and processes to facilitate a comparison between 
projects. 
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Status

ITF continues to meet over Zoom every other week
ITF is focusing on collider facilities. ITF developed a set of metrics to evaluate the proposals and 
concepts.
Parameter spreadsheets of 27 collider proposals were collected from proponents. Several proposals have 
multiple parameter sheets.
Four subcommittees are analyzing and comparing the proposals  with regard to:
Physics reach and impact
Size, complexity, power consumption, and environmental impact
Technical risk, technical readiness, and validation
Cost and schedule

With the delay of Snowmass, we have accepted additional proposals or updates to submitted proposals 
until the end of November 2021
Tentative schedule: 
draft report by February 2022 to be shared with proponents 
Submit final ITF report by May 2022 
Snowmass discussions in Seattle in July 2022



LHC example
CRITERION SUB-CRITERION ESTIMATOR [1] VALUE UNITS
Physics reach Center-of-mass collision energy Minimum ECM / maximum ECM 7000 / 14000 GeV / GeV
Physics reach Center-of-mass energy spread at collision RMS value 1.4 GeV
Physics reach Vertex length RMS value 45 mm
Physics reach Design peak luminosity at nominal collision energy per IP 1.00E+34 cm^-2*s^-1
Physics reach Length between IP and final focussing quad Space available for detector 23 m
Physics reach Minimum IP detector radius 0.03 m
Physics reach Time between collisions 25 ns
Physics reach Number of events per bunch crossing ~ 20
Physics reach Number of collision points 4

Beam parameters Nominal beam energy 7000 GeV
Beam parameters Range of operational beam energy Minimum energy / Maximum energy 3500 / 7000 GeV / GeV
Beam parameters Stored Energy (per beam) Enter numbers separated by slash for two unequal beams 362 MJ
Beam parameters Beam power (per beam) at collision energy Reactive power for rings, total beam power for Linacs and ERLs 4000000 MW
Beam parameters Total lost power for both beams Lost beam, synchrotron radiation power, beam power at beam dump … 7.2 kW
Beam parameters IP Beam sizes Actual size; horizontal/vertical 16 micro-meter / micro-meter

Size and complexity of facility Length of all accelerators Perimeter/length 34 km
Size and complexity of facility Length of new accelerators Perimeter/length 27 km
Size and complexity of facility Length of all tunnels Perimeter/length 40 km
Size and complexity of facility Length of new tunnels Perimeter/length 6 km
Size and complexity of facility Length of special insertions (final focus, collimation, ...) included in lengths above km
Size and complexity of facility Number of new magnets ~ 9600
Size and complexity of facility Number of new acceleration cavities 16
Size and complexity of facility Total length of new vacuum chambers 60 km



LHC example
CRITERION SUB-CRITERION ESTIMATOR [1] VALUE UNITS

Technical risk Three most important key technologies that require R&D List of items; i.e.: SRF, undulators, collimation, SC magnets, ...
Technical risk For each key technology fill in the three rows below:
Technical risk key technology 1 Technology Readiness Level (TRL) TRL value N/A
Technical risk key technology 1 Maturity Select one: Concept, CDR, TDR, Demonstrator, Prototype, Preseries N/A
Technical risk key technology 1 Validation: demonstration projects required, … Select one: Full-scale/partial with scaling, separate/combined technologies N/A
Technical risk key technology 2 Technology Readiness Level (TRL) TRL value N/A
Technical risk key technology 2 Maturity Select one: Concept, CDR, TDR, Demonstrator, Prototype, Preseries N/A
Technical risk key technology 2 Validation: demonstration projects required, … Select one: Full-scale/partial with scaling, separate/combined technologies N/A
Technical risk key technology 3 Technology Readiness Level (TRL) TRL value N/A
Technical risk key technology 3 Maturity Select one: Concept, CDR, TDR, Demonstrator, Prototype, Preseries N/A
Technical risk key technology 3 Validation: demonstration projects required, … Select one: Full-scale/partial with scaling, separate/combined technologies N/A

Technical risk Alignement tolerance RMS value 50 micro-meter
Technical risk Vibration tolerance Frequncy and vibration amplitude of tightest contraint micro-meter @ Hz
Technical Risk Tuning stability (if quantifieable)

Schedule Study and R&D to CDR (pre CD-1) Duration   (Time to CDR) 8 Years
Schedule Design, industrialization, and TDR (post CD-1) Duration 5 Years
Schedule Civil Construction, fabrication. and Installation (post CD-3) Duration 11 Years
Schedule Commissioning Duration 1 Years
Schedule Operation to first physics results Duration 1 Years
Schedule Operation to full physics goals Duration Still pending Years

Validation and preparation Scope of demonstration projects List of demonstration projects
Validation and preparation size of demonstration projects Total length/perimenter 0.12 km
Validation and preparation Estimated total cost of demonstration projects Cost 30 2021 MUSD [4]
Validation and preparation Industrialization, planning (pre-CD2: R&D and design) Cost   (needed investments and cost for personnel) 2021 MUSD

Hi-field SC magnets, handling of beams with large 
stored energy

Full-scale industrial prototype magnets, 
Lattice full cell



LHC example
CRITERION SUB-CRITERION ESTIMATOR [1] VALUE UNITS
Construction cost New accelerator systems Cost [2]    4060 2021 MUSD
Construction cost New accelerator infrastructure Cost [2]   (i.e.: utilities, cryogenics and safety/access systems, etc.) 940 2021 MUSD
Construction cost New civil construction Cost [2]    1810 2021 MUSD
Construction cost Personnel Explicit labor [3] 7000 Person years
Construction cost Estamted uncertainty Percent of total cost N/A %
Commisioning cost including personnel, electric energy, M&S - get KPPs Cost 200 2021 MUSD
Decommissioning cost Cost, if known 2021 MUSD

Operation & maintenance Electrical power consumption Total power consumption of complete facility 122 MW
Operation & maintenance Annual electrical energy consumption 750 GWh/year

Operation & maintenance Energy management e.g. Turndown capability in peak hours, etc
Operation & maintenance Maintenance & spares Cost 2021 MUSD/year
Operation & maintenance Personnel Explicit labor [3] Person years/year (FTEs)

Environmental impact Land use Total above ground area km^2
Environmental impact Radiation risk (low-medium-high) Types and doses at the boudary; might be qualitative assessment Dose mSv/year
Environmental impact Effluents Types and quantities of pollutants, excluding CO2 Quantity/year
Environmental impact Carbon footprint reductions List of planned activities and equipment to reduce carbon footprint
Environmental impact Heat rejection & disposal Cooling tower, re-usage, etc
Economic/technological impact if known
Cultural/educational impact if known

[1] « Cost & explicit labor »: 
methodology, independent of 
any particular accounting 
system, adopted by ITER & ILC

[2] Cost: lowest reasonable estimate of the price of goods 
and services procured from industry on the world market in 
adequate quality and quantity

[3] Explicit labor: personnel provided by central laboratory and 
collaborating institutes [4] Escalate to 2021 in local 

currency at 2% per year and 
then covert to USD. 

Limited turndown capability, 90 MW in cold 
standby
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Higgs factory concepts (12)
CepC/FCCee 100 km

CLIC NCRF 72 MV/m
11 km ILC SRF 31.5 MV/m

21 km

Name Nominal COM energy and peak 
luminosity per IP at nominal energy

FCC-ee e+e-, 𝑠 = 0.24 TeV, L= 8.5 ×10!"

CEPC e+e-, 𝑠 = 0.24 TeV, L= 2.9 ×10!"

ILC (Higgs factory) e+e-, 𝑠 = 0.25 TeV, L= 1.35 ×10!"

CCC (Cryo Cooled Collider) e+e-, 𝑠 = 0.25 TeV, L= 1.3 ×10!"

CLIC (Higgs factory) e+e-, 𝑠 = 0.38 TeV, L= 1.5 ×10!"

CERC (ERL ee collider) e+e-, 𝑠 = 0.24 TeV, L= 78 ×10!"

ReLiC (Linear ERL Cillider) e+e-, 𝑠 = 0.24 TeV, L= 115 ×10!"

ERLC (ERL Linear Collider) e+e-, 𝑠 = 0.25 TeV, L= 100 ×10!"

XCC FEL-based 𝜸𝜸 collider ee (𝜸𝜸), 𝑠 = 0.125 TeV, L= 0.1 ×10!"

Circular ee Fermi site filler e+e-, 𝑠 = 0.24 TeV, L= 1.2 ×10!"

TWLC Fermi site filler e+e-, 𝑠 = 0.25 TeV, L= 1.4 ×10!"

MC (Higgs factory) 𝜇𝜇, 𝑠 = 0.13 TeV, L= 0.01 ×10!"

To solve this problem we propose a twin linear collider in which the beams are acceler-
ated and then decelerated down to E ⇡ 5 GeV in separate parallel linacs with coupled RF
systems, see Fig. 2. RF power is always divided equally among the linacs. RF energy comes
to the beams both from an external RF source and from the decelerating beam. These can
be either two separate SC linacs connected by RF couplers at the ends of multi-cell cavities
(9-cell TESLA cavity), or one linac consisting of twin (dual) cavities with axes for two
beams. Such cavities have been designed and tested for XFELs [9–12].

Figure 2. The layout of the SC twin linear collider.

The collider would operate at an energy 2E0 ⇡ 250 GeV in a semi-continuous mode
with a duty cycle: collisions for a few seconds (depending on the heat capacity of liquid
He system), then a break to cool the cavities. In one cycle, the beams make about 10–30
thousand revolutions.

During collisions, beams get an additional energy spread that is damped by wigglers
installed in the return pass at the energy E ⇡ 5 GeV. The relative energy loss in wigglers
is about �E/E ⇠ 1/200. We require that the steady-state equilibrium energy spread at the
IP due to beamstrahlung is �E/E0 ⇠ 0.2%, the same as at the ILC and CLIC before the
beam collision. Such a spread would be sufficient for beam focusing.

When the beam is decelerated down to 5 GeV, its relative energy spread increases by
E0/E ⇠ 25 times to �E/E ⇠ 5%. To make it acceptable for travel without losses in the
arcs, its energy spread is reduced by 10–15 times with the help of the bunch (de)compressor;
then, the relative energy spread in the arcs will be less than 0.5%. The beam lifetime will
be determined by the tails in beamstrahlung radiation. This loss should not exceed 1-2%
after 10000 revolutions. The IP energy spread, beam instability and beam losses determine
the IP beam parameters, and hence the luminosity.

An important question is the injection and removal of the beams. When the collider
is full, the distance between bunches is 1.5–3 meters; they are accelerated and decelerated
due to the exchange of energy between the beams. External RF power is required only for
energy stabilization and compensation for radiation and high order mode (HOM) losses.
During the injection/removal of the beams, normal energy exchange does not occur until the
bunches fill the entire orbit, so the external RF system must work at full power. However,
at the ILC, the power of the RF system is only sufficient to accelerate beams with a bunch
distance of 100–150 m. In our case, with energy recovery, we need a much shorter inter
bunch distance. To solve this problem, one must first inject the bunches with a large interval

– 4 –

are decelerated SRF linacs and injected into the damping rings on the opposite side of the collider. 
After 2-3 damping times in the damping ring, the same particles travel in the opposite direction, 
collide in the second detector and finish in their origin. Few particle lost in the collisions’ burn-off 
and scattering on residual gas are replaced – topped off – from the injectors. 

 

 
Fig. 2. Schematic of the linear energy recovery e+e- collider with center of mass energy from 90 
GeV to 1 TeV or above.  

Using two detectors to collide electron and position beam propagating in opposite direction is 
crucial part of the concept. This allows to use magnetic elements in final focus for flat-beam 
collisions.  In fact,  this is the only viable option for TeV scale colliders. 

In ReLiC the beams propagate on axis of SRF linac and this concept does not require development 
of new SRF technology. To avoid parasitic beam collisions outside the detectors, trains of bunches 
are separated by periodically placed separators. Timing of the bunch train is selected in such way 
that we are separating contra propagating electron bunches, or contra propagating positron 
bunches, from each other – see Fig. 3. Such separators are provided for identical optics for all 
(electron, position, accelerating and decelerating ) bunches and allow to use magnetic fields1. 

 

 
Fig. 3. Separation for trains of electron and positions bunches between sections of SRF linac.  

In these limited studies, I assume that collider structure (except detector and injection) is spilt in 
200-meter sections. Each section includes potion of a linac and a separator. Length of separators  
is proportional to the beam energy at their location and I choose it to be 100 m at 500 GeV. 
Separation of the beams is horizontal and distance between beams exceeds the beam size, which 
is inverse proportional to the square root of the beam energy, by two orders of magnitude. 

In this scenario, I found that effects from the separators is negligible both in term of power of 
synchrotron radiation and induced energy spread and emittance for all c.m. energy up to 1 TeV. In 

 
1 Separating counterpropagating electron and positron beams requires use of transverse electric field.  
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CERC recycles (polarized) electrons and positrons
After acceleration, collision, and 
deceleration all electrons and positrons 
are reinjected into the cooling rings. Only 
beam losses must be made up through 
top-off injection.

Depolarization during acceleration, 
collision, and deceleration is expected to 
be minimal. 

Simulations by Francois Meot (Zgoubi): 
no depolarization from 100 km, 220 GeV 
transport (last turn)

If this depolarization is less than the 
polarization build-up during the 4 ms 
time in the cooling rings, the electron and 
positron beams will eventually be 
polarized.

Interaction Regions

SRF lin
ac 1 SRF linac 2

2 GeV positron ring2 GeV electron ring

CERC 100 km

6

• 8 km footprint for 250/550 GeV CoM - > 70/120 MeV/m
• 7 km footprint at 155 MeV/m for 550 GeV CoM – present Fermilab site

• Large portions of accelerator complex are compatible between LC 
technologies

• Beam delivery and IP modified from ILC (1.5 km for 550 GeV CoM)
• Damping rings and injectors to be optimized with CLIC as baseline
• Costing studies use LC estimates as inputs

C3 – Accelerator Complex

CCC
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High energy lepton 
collider concepts(9)
Name Nominal COM energy and peak luminosity 

per IP at nominal energy
High Energy ILC e+e-, 𝑠 = 3 TeV, L= 6.1 ×10!"

High Energy CCC e+e-, 𝑠 = 3 TeV, L= 6.0 ×10!"

High Energy CLIC e+e-, 𝑠 = 3 TeV, L= 5.9 ×10!"

High Energy ReLiC e+e-, 𝑠 = 3 TeV, L= 33 ×10!"

MC – Proton Driver 𝜇𝜇, 𝑠 = 3 TeV, L= 2.25 ×10!"

MC – Fermi site filler 𝜇𝜇, 𝑠 = 6 − 10 TeV, L= 20 ×10!"

LWFA-LC (e+e- and 𝜸𝜸) Laser driven plasmas; e+e-, 𝑠 = 1 − 30 TeV

PWFA-LC (e+e- and 𝜸𝜸) Beam driven plasmas; e+e-, 𝑠 = 1 − 30 TeV

SWFA-LC Structure wake fields; e+e-, 𝑠 = 1 − 30 TeV

μ+μ- 10-14 TeV cme
10-14 km, 16 T magnets

High Energy CLIC

High Energy ILC 

are decelerated SRF linacs and injected into the damping rings on the opposite side of the collider. 
After 2-3 damping times in the damping ring, the same particles travel in the opposite direction, 
collide in the second detector and finish in their origin. Few particle lost in the collisions’ burn-off 
and scattering on residual gas are replaced – topped off – from the injectors. 

 

 
Fig. 2. Schematic of the linear energy recovery e+e- collider with center of mass energy from 90 
GeV to 1 TeV or above.  

Using two detectors to collide electron and position beam propagating in opposite direction is 
crucial part of the concept. This allows to use magnetic elements in final focus for flat-beam 
collisions.  In fact,  this is the only viable option for TeV scale colliders. 

In ReLiC the beams propagate on axis of SRF linac and this concept does not require development 
of new SRF technology. To avoid parasitic beam collisions outside the detectors, trains of bunches 
are separated by periodically placed separators. Timing of the bunch train is selected in such way 
that we are separating contra propagating electron bunches, or contra propagating positron 
bunches, from each other – see Fig. 3. Such separators are provided for identical optics for all 
(electron, position, accelerating and decelerating ) bunches and allow to use magnetic fields1. 

 

 
Fig. 3. Separation for trains of electron and positions bunches between sections of SRF linac.  

In these limited studies, I assume that collider structure (except detector and injection) is spilt in 
200-meter sections. Each section includes potion of a linac and a separator. Length of separators  
is proportional to the beam energy at their location and I choose it to be 100 m at 500 GeV. 
Separation of the beams is horizontal and distance between beams exceeds the beam size, which 
is inverse proportional to the square root of the beam energy, by two orders of magnitude. 

In this scenario, I found that effects from the separators is negligible both in term of power of 
synchrotron radiation and induced energy spread and emittance for all c.m. energy up to 1 TeV. In 

 
1 Separating counterpropagating electron and positron beams requires use of transverse electric field.  
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• 8 km footprint for 250/550 GeV CoM - > 70/120 MeV/m
• 7 km footprint at 155 MeV/m for 550 GeV CoM – present Fermilab site

• Large portions of accelerator complex are compatible between LC 
technologies

• Beam delivery and IP modified from ILC (1.5 km for 550 GeV CoM)
• Damping rings and injectors to be optimized with CLIC as baseline
• Costing studies use LC estimates as inputs

C3 – Accelerator Complex

High Energy CCC
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High energy hadron and lepton/hadron collider concepts (6)

SPPC  75 TeV, 12 T magnets, FCChh 100/16 T; 100 km
Name Nominal COM energy and peak 

luminosity per IP at nominal energy
FCC-hh pp, 𝑠 = 100 TeV, L= 30 ×10!"

SPPC pp, 𝑠 = 75/150 TeV, L= 10 ×10!"

Collider-in-Sea pp, 𝑠 = 500 TeV, L= 50 ×10!"

LHeC 𝑒𝑝, 𝑠 = 1.3 TeV, L= 1 ×10!"

FCC-eh 𝑒𝑝, 𝑠 = 3.5 TeV, L= 1 ×10!"

CEPC-SPPpC-eh 𝑒𝑝, 𝑠 = 6 TeV, L= 4.5 ×10!!
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Higgs factory summary plot

166 CHAPTER 10. ACCELERATOR SCIENCE AND TECHNOLOGY

Figure 10.2 shows design luminosity as a function of energy for the e+e� Higgs factories.
The CC performances are influenced by the synchrotron radiation power which can be handled.
Since this power is proportional to IbE4

b , the beam current Ib must be reduced as the beam energy
Eb is increased; higher luminosities are hence obtained at lower energies, with the luminosity
roughly proportional to E�3.5

b . The LCs provide higher luminosities at higher energies; the
luminosity per unit beam current is roughly proportional to E. The luminosity-performance
crossover is in the region of 250 to 400 GeV. While one can be confident that the luminosity
targets of the proposed colliders can be reached in principle, important feasibility work remains
during the project preparation phase.

Fig. 10.2: Luminosity versus c.m. energy for e+e� Higgs Factories. Two IPs are assumed for
the circular colliders FCC-ee and CEPC.

In order to achieve the design luminosity, all proposed e+e� colliders rely on small beam
sizes at collision (FCC-ee 30–70 nm, ILC 3–8 nm, CLIC 1–3 nm), below those achieved at exist-
ing facilities. This requires very small beam emittances and ambitious focusing. Nanobeams are
addressed via design and specifications, benchmarked simulations, low-emittance ring progress
and studies, extensive prototyping and method developments (for alignment, stabilization, in-
strumentation and feedback systems, and algorithms), and in system and facility tests (FACET,
light-sources, FEL linacs, ATF2).

In FCC-ee and CEPC the required emittance is achieved in the collider ring itself. FCC-ee
and CEPC are based on a combination of concepts that have been proven and used in previous
and present colliders. Some theoretical and experimental studies have been performed of crit-
ical effects, such as beam lifetime, beam-beam, impedances and electron cloud. Also, effects
that have not been present in previous colliders have been studied, in particular the impact of
beamstrahlung on the beam lifetime and instabilities. During the technical design phase, more

From European Strategy Study 2021:

• Plot lumi vs. energy as reported by proponents
• Plan to plot lumi/IP (lumi for one IP) and only one version
• What physics measures should be plotted? Requesting 

input from proponents.

Peak luminosity per IP vs COM energy for the Higgs factory propoals as privided by the proponents. The 
right axis shows integrated luminosity for one Snowmass year. Also shown are lines correspinding to 
1,000 events for processes that include Higgs particles and a line corrsponding to the production of 
1,000 Higgs.
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Possible Higgs factory comparison table
Proposal Name Nominal COM energy

(Range) [TeV]
Luminosity per IP at 
nominal COM energy 

[1034 cm-2 s-1]

Years of pre-
construction R&D 

required

Construction cost range, 
including explicit labor

[2021 MUS$]
Estimated operating electric 

power consumption [MW]

FCC-ee 0.24
(0.09 - 0.37) 8.5

CEPC 0.24
(0.09 - 0.24) 2.9

ILC (Higgs factory) 0.25
(0.09 - 3) 1.35

CCC (Cryo Cooled Collider) 0.25
(0.25 - 0.55) 1.3

CLIC (Higgs factory) 0.38
(0.09 - 0.38) 1.5

CERC (ERL ee collider) 0.24
(0.09 - 0.6) 78

ReLiC (Linear ERL Collider) 0.24
(0.09 - 1.0) 115

ERLC (ERL Linear Collider) 0.25 100

XCC FEL-based 𝛄𝛄Collider 0.125
(0.125 - 0.14) 0.1

Circular ee Fermi site filler 0.24 1.2

TWLC Fermi site filler 0.25 1.4

MC (Higgs factory) 0.13 0.01


